
Our previous report [4] and earlier studies described a
number of neural processes which can be observed in the
cat motor cortex during performance of a learned operant
movement – a conditioned reflex in which the animal places
its forepaw on a support. In response to a conditioned sig-
nal (electrical stimulation of the parietal cortex with trains
of 3–5 impulses), the upper layers of the motor cortex
demonstrate secondary, NMDA-dependent responses after
the primary response. NMDA-dependent excitatory postsy-
naptic potentials (EPSP) with similar time parameters have
been recorded intracellularly from neurons in layers II–III
in cortical slices in conditions of intracortical stimulation
[16]. Similar responses can be seen in the cortex after dis-
inhibition with bicuculline and stimulation of the pyramidal
tract [5]. These and other data led to the suggestion that
secondary NMDA-dependent responses reflect EPSP gen-
erated in the terminals of horizontal (collateral) connections

between pyramidal neurons. From this point of view, it is
understandable why the latent period of the secondary
response peak (in a typical case about 70 msec, with maxi-
mum latent periods which can be greater than 100 msec –
see Fig. 1 in [6]) is on average much greater than the latent
period of NMDA-dependent EPSP in cortical slices (about
40 msec).

Excitatory components are most directly associated
with operant movements, and these are most marked in the
lower layers of the cortex and are NMDA-independent [4].
Could the neural structure of the cortex during performance
of a movement response itself generate the slow wave of
excitation (of duration about 300 msec) only on the basis of
rapid (duration about 30 msec) NMDA-independent EPSP
or could the generation of cortical “motor commands”
mainly passively reflect the influx of excitation from other
sources, such as the ventrolateral nucleus of the thalamus?

A more general question is that of whether and to what
extent, knowing the functional characteristics of neurons
and the interneuronal connections of the cortex (see, for
example, [18–20]), the phenomenology of neural processes
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Fig. 1. Basic schemes of the model and main functional properties of individual neurons. A) Scheme of connections between neu-
rons. Pyramidal neurons are shown as triangles and inhibitory neurons as circles. The left-hand side of the scheme shows external
connections,while the right-hand side shows internal connections for each layer of the model. Afferent fibers are identified by aff;
pyramidal (p) neurons of the upper (u) and lower (l) layers are identified as up, lp; interneurons (i) addressed to dendrites (d) and
(in addition to dendrites) the cell body (s) are identified as udi, ldi and usi, lsi. All inhibitory connections (i →) end on GABAA

receptors. Other connections:aff → up have AMPA and NMDA receptors; aff → udi have AMPA receptors; p → i have AMPA
receptors; up→ uphave AMPA and NMDA receptors; up→ lp have AMPA and NMDA receptors; lp → lp have AMPA and NMDA
receptors. The numerical parameters of neurons and connections are given in the Methods section and in figure captions. B) Activ-
ity of isolated pyramidal neurons in the upper and lower layers during passage of an intracellular current of 0.12 nA. The dendrite
size of upper layer neurons is 120 times cell body size; this ratio was 160 in the lower layer. Other parameters were completely iden-
tical and are given in the Methods section. The interval between vertical lines is 100 msec. C) Fragment of the activity of upper
layer neurons (thick lines) and lower layer neurons (thin lines). Traces are shifted such that the first spike in the train of the lower
pyramidal cells coincided with the spike of the upper cell. GNa,d is the sodium conductivity in the dendritic segment; Vd and Vs are
the potentials in the dendrite and cell body; n is the activation variable for the delayed rectified potassium current (IK(DR)); h is the
inactivation variable for the sodium current (this decreases during development of the action potential).



actually seen in the motor cortex during performance of an
operant movement could be reproduced. Attempts to
answer these questions by constructing and studying the
behavior of a computer model of a cortical unit (“column”)
are presented in this report.

METHODS

The model consisted of two layers of pyramidal cells
(up, lp – Fig. 1, A) with two groups of inhibitory interneu-
rons in each layer, producing direct (afferent) and inverse
inhibition of pyramidal cells. The number of pyramidal
cells in each layer varied from 16 to 256 in different exper-
iments,while the number of inhibitory interneurons was
always limited to one per group. The axons of pyramidal
cells and direct inhibitory interneurons (marked on the dia-
gram as udi, ldi) terminated only on dendrites, while the
axons of reverse inhibitory interneurons (usi, lsi) terminat-
ed on the dendrites and bodies of target cells. The organiza-
tion of interneuronal connections is shown in Fig. 1. In the
prototype model,each neuron consisted of a two-segment
model [15], consisting of axosomatic and dendritic seg-
ments,which provided satisfactory reproduction of many of
the main functional properties of cortical pyramidal neu-
rons. The behavior of the neuron scheme illustrated in
Fig. 1 was imitated by using standard techniques for mod-
eling neuron activity in neural structures [8,10, 11, 13–15,
17,21–23],which provides numerical solutions for systems
of differential equations describing changes in the potential
and kinetics of active ion currents in the individual seg-
ments of all neurons.

The dynamics of the potential in each segment are
described by the Roll cable equation:

CdV/dT = –Gleak(V – Eleak) + Gin(V[–] – V) + 

+ Gin(V[+] – V) – (ΣIsyn + ΣIm) + I inj,

where C is the capacitance of the membrane segment,V is
the membrane potential,V[+] and V[–] are the potentials in
the neighboring segments,Eleak is the equilibrium potential
for leakage current,Gleak is the passive (independent of the
membrane potential) leakage conductivity, Gin is the con-
ductivity of the intersegmental connection (usually taken as
equal to the internal longitudinal conductivity of the seg-
ment), I inj is the current from the internal source injected
into the cell,ΣIsyn is the total synaptic current summed from
the various components described in detail below:

ΣIsyn = IAMPA + INMDA + IGABAA
,

and ΣIm is the sum of transmembrane ion currents,summed
from several components:

ΣIm = INa, + ICa + IK(DR) + IK(AHP) + IK(M) + IK(A),

each of which is described by a Hodgkin–Huxley equation:

Im = Ganb(V – E),

where G is the maximum conductivity for a given type of
current (channel),V is the membrane potential,E is the
equilibrium potential for a given ion,n is the exponent,and
a and b are activation and inactivation constants,changes in
which are described by kinetic equations for reversible first-
order chemical reactions (A ↔ B):

dx/dt = αx(V)(1 – x) – βx(V)x,

where x has values of a or b; αx and βx are variables (at
fixed potential (V), their values are constant) describing the
rates of the V-dependent direct (A →) and reverse (← B)
reactions.

The functional equations and constants for all types of
element in the model shown in Fig. 1 are presented below.
Measurements units were: milliseconds (msec),milli volts
(mV), nanoamps (nA),micrometers (µm), microsiemens
(µS), megaohms (MΩ), nanofarads (nF),and micromoles
(µM) [23].

The common characteristics for all elements were:
Faraday’s constant F = 96484.56,the equilibrium potential
for leakage currents,individual ionic and synaptic currents
Eleak = –70 mV, ENa = 50 mV, ECa = 140 mV, EK = –90 mV,
ECl = –70 mV, EAMPA = –10 mV, and ENMDA = –10 mV. The
resistance of connections between the somatic and dendrit-
ic segments was Rin = 30 MΩ, the specific conductivity of
the membrane Gm = 1/3 × 1E–6 µS; and the specific capac-
itance was Cm = 0.75E–5 nF [15].

Equations were then determined for individual cur-
rents and relationships between variables consisting of the
rates of the direct (α) and reverse (β) reactions and the
membrane potential.

The sodium current [22,23] (m, h are the activation
and inactivation variables respectively) was described by

INa = GNam3h(V – ENa);

αm(V) = –0.32(V + 56.9)[exp(–(V + 56.9)/4) – 1]–1;

βm(V) = 0.28(V + 29.9)[exp((V + 29.9)/5) – 1]–1;

αh(V) = 0.128exp(–(V + 53)/18);

βh(V) = 4[exp(–(V + 30)/5) + 1]–1.

The delayed rectified potassium current [22,23] was
described by

IK(DR) = GK(DR)n(V – EK),

αn(V) = –0.016(V + 34.9)[exp(–(V + 34.9)/5) – 1]–1;

βn(V) = 0.25exp(–(V + 50)/40).
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The calcium current [15] had an activation variable (s)
and an inactivation variable (r):

ICa = GCas2r(V – ECa);

αs(V) = 0.055(V + 27)[1 – exp(–(27 + V)/3.8]–1;

βs(V) = 0.94exp(–(V + 75)/17);

αr(V) = 4.57E – 4exp(–(V + 13)/50);

βr(V) = 0.0065[1 + exp(–(V + 15)/28)]–1.

The calcium-dependent potassium afterhyperpolariza-
tion current ([Ca] is the internal calcium ion concentration
in segments) is as described in [17] with modifications:

IK(AHP) = GK(AHP)q(V – EK);

αq([Ca]) = 0.01([Ca]2 – [Ca]2Base); βq() = 0.02.

The M-type potassium current was defined as [15]

IK(M) = GK(M)u(V – EK);

αu(V) = 1E – 4(V + 30)[1 – exp(–(V + 30)/9)]–1;

βu(V) = –1E – 4(V + 30)[1 – exp((V + 30)/9)]–1.

The A-type potassium current had an activation vari-
able (a) and an inactivation variable (b) [22, 23]:

IK(A) = GK(A)ab(V – EK);

αa(V) = 0.02(–56.9 – V)[exp((–56.9 – V)/10) – 1]–1;

βa(V) = 0.0175(V + 29.9)[exp((V + 29.9)/10) – 1]–1;

αb(V) = 0.0016exp((–83 – V)/18);

βb(V) = 0.05[1 + exp((–V – 59.9)/5)]–1.

Changes in the synaptic conduction time were
described using a double exponent method [25]:

G(t) = (τ1τ2/ (τ2 – τ1))(exp(–t /τ2) – exp(–t /τ1));

the time to the peak was

tpeak= (τ1τ2/ (τ2 – τ1)) ln(τ2/τ1);

the peak value was

Gpeak= (τ1τ2/ (τ2 – τ1))(exp(–tpeak /τ2) – exp(–tpeak /τ1)).

Channels associated with NMDA receptors have virtu-
al conductivity, and the real (observed) conductivity
depends on the membrane potential [23]:

G(t)NMDA = G(t)NMDA,virt[1 + (2/3)exp(–0.07(V + 20))]–1.

The time characteristics of individual synaptic currents
were described by

AMPA: τ1 = 2, τ2 = 10, tpeak= 4;

NMDA: τ1 = 10,τ2 = 100,tpeak= 25;

GABAA: τ1 = 2, τ2 = 10, tpeak= 4.

Allowing for the synaptic “weighting” (W), the current
created by a given synapse, I = G(t)eff(V – E), where the
“effective conductivity” G(t)eff = W(G(t) /Gpeak), with
restrictions for the AMPA current of Geff ≤ 3E–1 and for the
NMDA current Geff,virt ≤ 1E–1 [23]. Throughout the text,
numerical values for synaptic efficiency are given as
(W/Gpeak) = (G(t)eff /G(t)).

The calcium concentration within segments changes as
described by [15, 17]

d[Ca] /dt = (–1E5/2F)(GCas2r(V – ECa) + 

+ GCa(NMDA)(V – ECa)) – ([Ca] – [Ca]Base) /τ[Ca]

(with an additional source for Ca ion influx via NMDA
channels GCa[NMDA] = 0.03GNMDA). Since it is difficult to
evaluate the volume in which ions entering cells are dis-
tributed, changes in calcium concentration [Ca] are gener-
ally determined “with a precision up to the coefficient of
proportionality” [8, 15,17,22,23] (see, however, [12, 24]),
to obtain appropriate dynamics of ion currents dependent
on [Ca] (here IK(AHP)).

The specific characteristics of different types of neu-
rons are listed below (G is the specific conductivity, S is the
surface area of a segment,ρ is the ratio of dendrite surface
area to body area with subscripts identifying the axosomat-
ic (0) and dendritic (1) segments.

Inhibitory interneurons: G0,Na = 30000E–6, G1,Na =
= 15E–6, G0,K(DR) = 1500E–6; G1,K(DR) = 0, ρ = 120,
S0 = 100,S1 = ρS0.

Pyramidal neurons: baseline calcium concentration
[Ca]Base = 0.1, time constant for recovery of the calcium
concentration to the initial baseline level τ[Ca] = 200 msec.

Upper pyramidal cells:ρ = 120,S0 = 100,S1 = ρS0,
G0,Na = 30000E–6, G1,Na = 15E–6, G0,Ca = 0, G1,Ca = 
= 0.3E–6, G0,K(DR) = 1500E–6, G1,K(DR) = 0, G0,K(AHP) = 0,
G1,K(AHP) = 2E–6,G0,K(M) = 0,G1,K(M) = 0.1E–6,G0,K(A) = 0,
G1,K(A) = 0.

Lower pyramidal cells:ρ = 160,S0 = 100,S1 = ρS0,
G0,Na = 30000E–6, G1,Na = 15E–6, G0,Ca = 0, G1,Ca =
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= 0.3E–6, G0,K(DR) = 1500E–6, G1,K(DR) = 0, G0,K(AHP) = 0,
G1,K(AHP) = 2E–6,G0,K(M) = 0,G1,K(M) = 0.1E–6,G0,K(A) = 0,
G1,K(A) = 0.

The relative size of dendrites (ρ) and the synaptic con-
ductivity (G) for individual types of connection were select-
ed randomly from a normal distribution with a specified
mean and dispersion. Negative weightings or connections,
which could occur as a result of this method, were replaced
with zero.

The program was written in C++ in the visual pro-
gramming environment Borland C++ Builder 4. Numerical
solutions of the complete system of differential equations
describing the behavior of the model were obtained by the
Rung–Kutt–Felberg method with a variable step [1, 2, 7].

RESULTS

Figure 1, B shows an example of the activity of two
pyramidal neurons,one in the upper and one in the lower
layer of the model,isolated from all synaptic connections,
in conditions of an identical transmembrane current
Iinj = 0.12 nA. All neuron parameters were completely iden-
tical apart from dendrite size, which was 120S0 (1.2E5 µm2)
for the upper layer pyramidal cell and 160S0 (1.6E5 µm2)
for the lower layer pyramidal cell. This reproduces the
result obtained in [15] and showed that the regime in which
the pyramidal cell operates (trains,or regular firing) may be
determined only by the relative (to the body) size of the
dendritic tree. Figure 1, C allows identification of why
trains are generated. After generation of the preceding
somatic spike, the potential in the dendrite of the lower
pyramidal cells (thin lines) reaches a peak later than the
potential in the dendrite of the upper cell (thick lines),when
inactivation of the sodium current and potassium perme-
ability in the cell body are already relatively weak and allow
generation of an additional spike because of dendritic depo-
larization triggered in the cell body.

Figure 2 shows examples of the responses of a group
of pyramidal cells in the upper layer of the model in
response to a train of spikes in the afferent fiber. The
response consists of primary and secondary excitatory com-
ponents; the latent period of the secondary response in frag-
ments B and D corresponds to the maximum values seen in
experimental conditions (see, for example, Fig. 1 in [6]). In
agreement with experimental data, secondary responses
appear in conditions of reduced GABAA-dependent inhibi-
tion (Fig. 2, B). Analysis of changes in synaptic conductiv-
ity included in the model neurons allows us to follow the
chain of events leading to generation of the secondary
response. Minimal weakening of inhibition at the start of
the response (decreased GABAA conductivity in Fig. 2,B as
compared with that in Fig. 2, A is colored black) has the
result that some additional neurons generate spikes in
response to afferent stimulation; this increases the “reserve”

of virtual NMDA conductivity (nmda,the increase in con-
ductivity corresponding to the white space between curves)
accumulating in the dendrite membrane. If the residual vir-
tual NMDA conductivity is quite high after the end of the
GABAA current, as shown in Fig. 2, B, then a secondary
response can be generated. Increased stimulation (reflected
as an increase in primary responses) leads to disappearance
of secondary responses (Fig. 2,C) because of an increase in
afterhyperpolarization, IK(AHP). A slight weakening of
IK(AHP) is sufficient for restoration of secondary responses
(Fig. 2, D). Weakening of the NMDA current leads to dis-
appearance of secondary responses (Fig. 2,E). An increase
in NMDA conductivity, along with changes in a number of
other parameters in Fig. 2,F, leads to a significant shorten-
ing of the latent period of the secondary response. The
lower part of the figure shows a histogram of the distribu-
tion of averaged secondary responses generated in this test
by all neurons in the model superimposed with histograms
of several typical secondary responses recorded in real
experiments (the lower fragment of the figure is repro-
duced, with a scale change, from Fig. 1,A from [4]).

Figure 3 shows the generation of secondary responses
when NMDA receptors are located not in the terminals of
the reverse collaterals of pyramidal neurons (as shown in
the diagram and the examples presented in Fig. 2),but in the
terminals of the afferent fibers on the dendrites of pyrami-
dal cells. However, with NMDA receptors in this disposi-
tion, the relationship between secondary responses and the
strength of afferent inhibition did not correspond to that
observed experimentally. Secondary responses appeared
when the strength of afferent inhibition was increased and
paralleled a decrease in primary responses (Fig. 3, B); fur-
ther increases in inhibition caused primary response to dis-
appear, while secondary responses increased and showed
reductions in their latent period (Fig. 3,C, D). Thus,this sit-
uation did not yield the effect characteristic of cerebral cor-
tex neurons,whereby secondary responses appear in condi-
tions of suppression of GABAA-dependent inhibition; con-
versely, secondary responses appear not in conditions of
weakening but in conditions of strengthening of GABAA

inhibition.
Figure 4, A shows the generation of “motor com-

mands”by neurons in the lower layer of the model,influ-
enced by the source of activity in the upper layer. “Rapid”
collateral EPSP of the non-NMDA type were required for
generation of a wave of excitation in the lower layer, and the
duration of this significantly exceeded the duration of indi-
vidual EPSP. In fragment B, the histogram showing the
overall response generated by pyramidal neurons of the
lower layer of the model (thick line) is compared with a his-
togram of the electromyographic response of elbow flexion
in a cat during rapid performance of the paw-placing condi-
tioned reflex (thinner line). A significant characteristic of
the morphology of the lower layer of the model is that dif-
ferent neurons have dendritic trees of different sizes. In
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Fig. 2. Responses of pyramidal cells in the upper layer(n = 16) to a train of three spikes with interspike intervals of 3 msec generated by one afferent fiber
branching to all the pyramidal cells of the upper layer and an interneuron on the direct inhibitory pathway (udi). The first spike in the train corresponds to
the thick vertical line in the figure. The upper part of each fragment shows the spike activity of the pyramidal cells and two inhibitory neurons (the last two
rows); the lower part shows changes (averaged for all the pyramidal cells) in conductivity and potential in the dendritic segment (AHP = GK(AHP));
GABA = GGABA; nmda = the virtual and NMDA the real conductivity of channels associated with NMDA receptors; Vdendr= potential of the dendritic seg-
ment (see Methods section). Changes in conductivity and potential in examples A and B are lined up with fragment B. Light and dark intervals between
curves show areas in which the curves from fragment B are, respectively, higher and lower than the curves in fragment A. Neuron and connection parame-
ters differing from those given in the Methods section were: A) ρ = 100 ± 20; G1,K(AHP) = 3E–6; aff → up1,AMPA = 0.25 ± 0.2E–3; aff → up1,NMDA = 0;
aff → udi1 = 4E–3; up→ up1,AMPA = 0.75 ± 0.5E–3; up→ up1,NMDA = 0.15 ± 0.1E–3; up→ usi1 = 2E–3; udi → up1 = 0.9E–2; usi→ up0 = 1.2E–2; usi→ up1 =
= 0.9E–2. B) (differing from A): udi → up1 = 0.5E–2. C) (differing from B): aff → up1,AMPA = 0.75 ± 0.2E–3. D) (differing from C): G1,K(AHP) = 1.5E–6.
E) (differing from D): up → up1,NMDA = 0.0 ± 0.1E–3. F) (differing from A): half the neurons (0–7) had aff → up1,AMPA = 0.3 ± 0.05E–3, the others (8–15)
had 0; up → up1,AMPA = 0.1 ± 0.05E–3; up → up1,NMDA = 0.75± 0.05E–3; up → usi1 = 0.4E–3; usi → up0,1 = 1.25E–2; udi → up1 = 0.2E–2. The lower part
of fragment F shows averaged post-stimulus histograms of all the pyramidal neurons of the model in this trial with superimposition of real neuron respons-
es in the cat motor cortex (from Fig. 1,A in [4]).



Fig. 4, A, the neurons are ordered by size, such that the top
curve corresponds to the neuron with the smallest dendritic
tree and the bottom curve shows the neuron with the largest
dendritic tree. The neurons are activated sequentially, and
those neurons which are excited earlier also fall silent earli -
er. This is the type of involvement observed in the activity
of real neurons in the cat motor cortex during performance
of the conditioned reflex movement (Fig. 4,C).

Figure 4,D, E shows how the responses of neurons in
the lower layer of the model change with changes in the
mean value of the descending (from neurons in the upper
layer) and horizontal (between neurons in the lower layer)
connections. The initial response corresponded to curve 1
on both plots. Weakening of the descending (curve 3) or
collateral (curve 2) excitatory connections in the lower
layer led to increases in the latent period of generation of
the wave of excitation. However, these methods of changing
the latent period did not have identical effects:changes in

the strength of the descending (external from the point of
view of neurons in this layer) connections did not alter the
shape of the leading front of the wave of excitation (from
the start to the peak) (Fig. 4,D, E, 1, 3, while essentially the
same changes in latent period due to weakening of internal
horizontal connections resulted in a slower development of
the response (with a more gently sloping leading front)
(Fig. 4,D, E, 1, 2).

Figure 5 shows the effects of the extent of activation
from the upper layer and the intrinsic state of pyramidal
neurons in the lower layer on the generation of the wave of
excitation by neurons in the lower layer. In this case, pyra-
midal neurons of the upper layer are divided into two
groups of eight neurons (neurons 0–7 and 8–15,numbered
from above downwards). Excitatory collateral connections
of the NMDA type between neurons within each group
were stronger than those between neurons belonging to dif-
ferent groups (connection strengths are shown in the cap-
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Fig. 3. Changes in the characteristics of secondary responses when NMDA receptors are moved from the terminals of collateral connections
to afferent endings on pyramidal neurons. Abbreviations are as in Fig. 2. Only the characteristics of connections differing from those in the
example in Fig. 2,B are shown. A) aff → up1,AMPA = 0.25 ± 0.5E–3; aff → up1,NMDA = 1 ± 0.5E–3; up → up1,NMDA = 0; udi → up1 = 0.5E–2.
B) (Differing from Fig. 3,A): udi → up1 = 1.0E–3. C) udi → up1 = 1.5E–3. D) udi → up1 = 3.0E–3.
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Fig. 4. Characteristics of the activity of different neurons in the model during the process of generating a “motor command.” A) Generation of a wave of excita-
tion by pyramidal neurons in the lower layer, consisting of 64 neurons,in response to the activity of one upper layer pyramidal neuron induced by intracellular
depolarization (a current of 0.05 nA during the interval from 0 to 100 msec, 0.15 nA from 100 msec to the end of the analysis epoch). Timing is shown relative
to the beginning of the analysis epoch. Neurons are ordered by the size of their dendritic segments. Neuron and connection parameters: up: ρ = 120; G1,K(AHP) =
= 3E–6; up→ usi1 = 2E–3; up→ ldi1 = 1E–3; up→ lp1,AMPA = 0.25E–4; up→ lp1,NMDA = 2E–4; usi→ up0 = 1.2E–2; usi→ up1 = 0.9E–2; lp: ρ = 100 + 3i, where
i is the neuron identification number (0–63); G1,K(AHP) = 0.5E–6; lp → lp1,AMPA = 0.075 ± 0.05E–4; lp → lp1,NMDA = 0; lp → lsi1 = 0.75E–4; ldi → lp1 = 2E–3;
lsi → lp0 = 1E–4; lsi → lp1 = 1E–4; lp → up1,AMPA = 0; lp → up1,NMDA = 0. B) Overall histogram of the activity of pyramidal neurons in the lower layer of the
model (thick line) and histogram of electromyogram responses from the forelimb biceps of a cat during performance of the conditioned paw-placing reflex (thin
line, from Fig. 29,A, 1 in [3]). C) Distribution of the periods of maximum neuron activity in the cat motor cortex during performance of the conditioned paw-
placing reflex (from Fig. 35 in [3]) relative to the onset of movement (the arrow shows the moment at which the half-maximal biceps electromyogram value is
reached in each response). D) Increase in the latent period of the wave of excitation in the lower layer relative to the initial position (1) in conditions of weakened
descending (3) and collateral (2) connections. Exponents are shown for the last five points of each response, corresponding to the leading front of the wave of exci-
tation. Time is indicated relative to the beginning of the analysis epoch. E) Displacement of the exponent from Fig. 4,D (relative to the initial response, shown as
circles). In conditions of constant collateral connections between pyramidal neurons in the lower layer, despite the larger difference in latent periods,approxima-
tion exponentials for the leading fronts of the excitation wave coincided precisely (1, 3), while changes in collateral connections cause them to diverge (2).



tion to the figure). Neurons were activated by passage of
short (10 msec) depolarizing currents through neurons 0–2
and 14–15. Secondary responses and subsequent excitation
were generated only by the second group of neurons. Fig-
ure 5, A shows an example of the generation of a motor
command in the lower layer of the model under the influ-
ence of activation of a group of neurons in the upper layer
(neurons of the lower layer were ordered in terms of the size
of the dendritic tree, as in Fig. 4, A). It is evident that gen-
eration of the wave of excitation in the lower layer induces
additional excitation of upper layer neurons due to ascend-
ing excitatory collaterals from the lower layer to the upper.
The wave of excitation in the lower layer did not appear
after slight decreases in the responses of upper layer neu-
rons were induced by 10% weakening of collateral connec-
tions between pyramidal neurons (Fig. 5, B). The inclusion
of potassium A-currents into the model of lower layer pyra-
midal neurons blocked generation of the motor command
when the strength of collateral connections in the lower
layer was doubled (Fig. 5,C).

DISCUSSION

Mechanism of Train Generation. Previous studies
[15] showed that the activity regime of pyramidal neurons
can be determined by a single parameter – the size of the
dendrite as a proportion of the size of the cell body; this
result was reproduced in the present work and is shown in
Fig. 1. The authors of [15] restricted their evidence to the
point that the generation of trains requires the presence of a
small level of sodium conductivity in the dendrite. There are
therefore grounds to consider the mechanism of origination
of trains in more detail.

1. Vdendr→ Vbody. Generation of EPSP in the dendrite
induces propagation of a wave of depolarization towards the
cell body, where an action potential is generated when the
critical level of depolarization is reached. (In the case
shown in Fig. 1, depolarization of the body is due immedi-
ately to passage of the intracellular current.)

2. Vbody → Vdendr. Depolarization of the cell body
induced by the action potential propagates back to the den-
drite and charges the dendritic capacitance (Cdendr) via a
longitudinal resistance (in the model this is Rin, linking the
somatic segment with the dendritic segment) with a time
constant of τ = RinCdendr.

3. Vdendr → Vbody. This depolarization leads to activa-
tion of the dendritic sodium conductivity, which increases
the depolarization of the dendrite (producing a dendritic
spike); the enhanced depolarization wave returns to the cell
body.

4. The following events depends on which state the cell
body is in when excitation returns from the dendrite. If exci-
tation from the dendrite returns rapidly, it arrives during the
refractory period of its parent spike and disappears. If the

dendritic excitation is delayed, it can induce an additional
offspring spike in the cell body and initiate generation of a
train. If we ignore the effect of the transmembrane leakage
current, then the delay time depends on the time constant
for charging the dendritic capacitance (τ = RinCdendr). The
delay increases with increases in the area and electrical
capacitance of the dendrite (Cdendr) and internal transfer
resistance (Rin), which are determined by the morphology
of the neuron. However, the transverse (active) conductivi-
ty of the dendrite membrane is variable (for example, the
total level of potassium conductivity is controlled by neuro-
modulators). This mechanism allows the regime of neuron
activity to be controlled functionally (for example, replace-
ment of regular train activity during the transition from
waking to sleep).

Mechanism of Generation of Secondary Responses.
The model shows that the generation and time parameters
of secondary responses are determined by the magnitude
and dynamics of GABAA- and NMDA-dependent synaptic
conductivities and the calcium-dependent potassium cur-
rent (IK(AHP)) respectively. Secondary responses are gener-
ated because of the “residual”virtual NMDA conductivity,
which persists to the end of the GABAA current. This mech-
anism, in particular, explains the fact that being NMDA
dependent,secondary responses peak significantly later
than NMDA-dependent EPSP. The model reproduces the
main properties of secondary responses – their appearance
and enhancement in conditions of suppression of GABAA-
dependent inhibition and their disappearance when stimula-
tion is increased – due to the development of afterhyperpo-
larization (IK(AHP)). Weakening of afterhyperpolarization
(for example, because of increases in the total level of
“arousal”) leads to the appearance and enhancement of sec-
ondary responses. An unexpected result from observing the
behavior of the model was that the properties of secondary
responses depended on the location of NMDA synapses.
Secondary responses appeared and were enhanced in con-
ditions of suppression of GABAA inhibition only when
NMDA synapses were located on the reverse terminals of
pyramidal cell axons. If these synapses were located at the
site of the endings of corticocortical afferent axons,then the
secondary responses generated in this situation only weak-
ened when GABAA-dependent inhibition decreased. The
point is that in the first case, activation of collateral EPSP
required a certain number of pyramidal neuron discharges,
while in the second case (when membrane depolarization
alone was sufficient to activate NMDA conductivity), the
effect of spike generation on the generation of NMDA
EPSP is exclusively negative, consisting of induction of
post-spike afterhyperpolarization. This result provides fur-
ther support for the hypothesis that secondary responses
have collateral origination [5].

Mechanism of Generation of the “Motor Com -
mand.” Generation of the “motor command”in the model
shows significant but not obvious similarities with the real
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Fig. 5. Conditions for generation of a “motor command”by pyramidal neurons in the lower layer of the cortex. A) Generation of a wave of excitation in the
lower layer (n = 64) in response to activity of pyramidal neurons in the upper layer (n = 16) induced by passage of a spike of intracellular depolarizing cur-
rent of 0.1 nA during the time period 0–10 msec via pyramidal neurons 0–2,14,and 15 and over the time period 0–50 msec via the direct inhibitory interneu-
ron (udi). The moment at which the current was started is indicated by the arrow and the thick vertical line. The upper and lower histograms in each figure
show the total numbers of spikes generated in 10 msec by all pyramidal neurons in the upper and lower layers. Pyramidal neurons of the upper layer were
divided into two groups of eight neurons (0–7 and 8–15); parameters of the connections between neurons within each group were:up→ up1,AMPA = 0.5E–4;
up → up1,NMDA = 1.2E–3; parameters of intergroup connections were: up → up1,AMPA = 0.5E–4; up → up1,NMDA = 1.2E–4; other parameters (differing from
Fig. 4, A) were: up: ρ = 80 + 8i (i < 8), ρ = 80 + 8(i – 8) (i ≥ 8); G1,K(AHP) = 3E–6; up → lp1,AMPA = 0.1E–4; up → lp1,NMDA = 0.4E–4; udi → up1 = 2E–1;
lp: p = 200 ± 100; lp → lp1,AMPA = 0.11 ± 0.11E–4; lp → lsi1 = 0.7E–4; ldi → lp1 = 3.1E–3; lp → up1,AMPA = 0.2E–4. B) Absence of wave of excitation in
the lower layer when excitation of upper layer neurons was reduced. Intragroup connections in the upper layer for AMPA and NMDA receptors: up → up =
= 1.1E–3. C) Blockade of generation of a motor command in the lower layer after addition of K(A)-type conductivity to pyramidal cells of the lower layer,
G1,K(A) = 0.5E–5; lp → lp1,AMPA = 0.22 ± 0.11E–4. Neuron activity rasters show overall histograms for pyramidal cells in the upper and lower layers sepa-
rately. The first stimulus spike in the train corresponds to the thick vertical line and the arrow.



process in the motor cortex. Qualitatively, this applies to the
nature of involvement,i.e., sequential periods of activation,
of different neurons in the motor cortex which is seen dur-
ing performance of the conditioned paw-placing reflex [3].
It can be seen from the comparison shown in Fig. 4, A and
B that the range of involvement of the cortex is about twice
as wide as that of the model (the scale in Fig. 4, C is twice
that of Fig. 4,A, B). One reason for this may be the method
used for determining the periods of maximum neuron activ-
ity in Fig. 4, C, from averaged post-stimulus histograms;
the width of the averaged response increases because of the
performance of individual movements with different latent
periods. Comparison of the wave of excitation generated by
the model with the dynamics of the most rapidly performed
operant movements,as shown in Fig. 4, B, demonstrates
good agreement of the overall dynamics of the responses in
both cases. The sequential involvement of neurons in the
wave of excitation depends on the dispersion of the sizes of
the model nerve cells. Over a particular range, an increase
in dispersion leads to an increase in the duration of the exci-
tation wave generated. The sequential activation effect is
based on the ability of large neurons in the lower layers to
generate train activity. In comparison with neurons in the
upper layer, neurons in the lower layer showed a decreased
extent of afterhyperpolarization (GK(AHP)); otherwise, trains
would be interrupted too quickly in conditions of a high ini-
tial spike frequency, because of rapid increases in the Ca-
dependent potassium current. This effect, which was seen
only because of the difference in the morphological sizes of
individual nerve cells,may apparently appear (or strength-
en) because of the spread in the functional parameters, for
example, the magnitudes of potassium currents.

The shape of the leading front of the “motor com-
mand” in the model remained constant despite significant
changes in the latent period induced by changes in the
external influx to the neurons of the lower layer generat-
ing the “motor command”(with no change in the efficien-
cy of the connections between them). This characteristic
effect has also been seen in a number of experimental
studies. In real conditions,the shape of the “motor com-
ponent”of the responses of cortical neurons is not depen-
dent on the nature of the triggering conditioned signal [3].
Functional exclusion of the cerebellar nuclei [9] induced
sharp increases in the latent period of the movement-asso-
ciated wave of excitation in the motor cortex without
change in its shape and size.

Why the “Motor Command” is Generated. In the
model,the motor cortex appears to display excessive inde-
pendence, generating the “motor command” without
“authorization” from outside. The “authorizing” mecha-
nism may result, for example, from the action of neuro-
transmitters facilitating more effective external activation or
interaction of generator neurons during the process of for-
mation of the “motor command.” This, in particular, shows
that the effective target for neurotransmitters may be den-

dritic conductivity of the K(A) type, activation (or strength-
ening) of which can be blocked by generation of the “motor
command”in the cortex.

CONCLUSIONS

Computer modeling showed that the neural structures
in which the properties of individual elements and the
scheme of connections between them correspond to the real
characteristics of the neural structure of the cerebral cortex
and reproduce the main forms of activity seen in real phys-
iological experiments on the performance of an operant
movement. Pyramidal neurons in the upper layer generated
primary and secondary responses to external stimulation.
As in real experiments, secondary NMDA-dependent
responses appeared in conditions of weakening of GABAA

inhibition and disappeared when stimulation increased;
these properties of secondary responses were reproduced
only when NMDA receptors were located in the terminals
of collateral connections. When all connections were of the
rapid, NMDA-independent type, neurons in the lower layer
generated a slow bell-shaped wave of excitation (a “motor
command”),which formed as a result of sequential activa-
tion of neurons with dendritic trees of different sizes.

We would like to thank the editors for identifying inac-
curacies and an error in the equation describing the calcium
current through NMDA channels.
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Basic Research (Grant No. 99-04-49350).
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